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Artificial intelligence (AI)/Machine learning (ML) can be described as the art and science of letting 

computers learn to perform complex tasks without being explicitly programmed to [1]. This has led to a 

dramatic increase in AI/ML adoption in almost all the main domains of our lives. One main advantage of 

using AI/ML systems is making or assisting in making [critical] decisions. Unlike humans, who might 

have various biases that can influence their objective decisions, AI/ML systems were expected to make 

precise and objective decisions [2]. However, AI/ML systems have been proven to suffer from bias and 

discriminative behavior just like humans [3]. Examples of such biased behavior cover many AI/ML 

applications [4][5], and may have serious consequences when they occur in sensitive domains, where 

AI/ML decisions may influence essential human rights (e.g., the right to equality). That is why assuring 

AI/ML fairness has emerged as an important area for research within the ML community [6].  

 

This has led to a growing interest among AI/ML researchers on the issue of fairness metrics, and vast 

number of metrics have been developed to quantify AI/ML. However, many recent works have identified 

limitations, inadequacies, and insufficiencies in almost all existing fairness metrics [7], given that there is 

no universal means to measure fairness, i.e., there are no clear criteria to assess which measure is the 

“best”.  

 

The aim of this thesis is to: (1) critically review available AI/ML fairness literature; (2) identify the 

strength and weaknesses of the best current approaches to measure fairness in AI/ML; (3) specify the 

requirements for developing new metric(s) that address inadequacies/insufficiencies in existing fairness 

metrics; and (4) implementing and testing adequate fairness metric(s) that satisfy the aforementioned 

requirements. 

 

Note: for a comprehensive survey of fairness in machine learning, you can refer to [8]. 
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Requirements elicitation is defined as the process of uncovering, acquiring, and elaborating requirements 

for computer-based systems [1]. There is a general agreement in the Requirements Engineering (RE) 

community that requirements elicitation is one of the most critical activities in the RE process (e.g., [2]), 

since getting the right requirements is considered a vital success factor for software development projects 

[3].  Although there are several requirements elicitation approaches and techniques that have been 

proposed in the literature, including but not limited to: interviews, questionnaires, task analysis, 

workshops, prototyping, etc., user stories [4] become almost the standard method for eliciting 

requirements in the industry [5].  A user story is a short description of high-level stakeholders’ 

requirements that is represented using a simple template such as “As a <role>, I want <goal>, so that 

<benefit>”. User stories have been successfully used for eliciting functional requirements, yet they are 

still being criticized for appropriately eliciting non-functional requirements (NFRs) such as privacy, 

safety, reliability, etc., where the satisfaction of NFRs is essential for successful software projects. 

 

Privacy has emerged as a key concern since such companies need to protect the privacy of personal 

information to comply with various privacy laws and regulations (e.g., GDPR in the EU) that many 

governments have enacted for privacy protection. Accordingly, dealing with privacy concerns is a must 

these days [6]. Like other NFRs, there is neither standard nor agreed upon user stories approach for 

eliciting privacy requirements. To this end, the main objective of this thesis is to develop, verify, and 

validate a privacy-aware user stories approach.  

 

Note: the privacy ontology provided in [7] can be used to facilitate understanding and dealing with 

privacy requirements in the proposed approach. 
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Machine learning (ML) components are increasingly adopted in many automated systems. Their ability to 

learn and work with novel input/incomplete knowledge and their generalization capabilities make them 

highly desirable solutions for complex problems [1]. This has motivated many system manufacturers to 

adopt ML components in their products in many industrial domains (e.g., medical, automotive), 

performing complex tasks such as pattern recognition, image recognition, and even control [2]. However, 

some of these systems can be classified as safety-critical systems (SCS), where their failure may cause 

death or injuries to humans [3]. Accordingly, the performance of such ML components must be assessed 

and guaranteed to be compliant with the safety requirements of incorporating SCS.  Although the area of 

system safety is well-established, and there exist various methods to identify potential components 

faults/failures along with countermeasures to eliminate or at least limit the consequences of such 

faults/failures. Most of these methods do not apply to ML components as they do not properly address the 

special characteristics of ML components such as non-determinism, non-transparency, and instability to 

mention a few [4]. 

 

The objective of this thesis is to propose general-purpose fail-controlled [5] software architecture for 

incorporating ML components into SCS. The architecture will adopt state-of-art system and safety 

engineering principles, and adapt them to address the special characteristics of ML components. The 

architecture should be able to identify when an ML component may fail to behave as expected and tackle 

hazardous situations resulting from such failure by implementing countermeasure mechanisms 

appropriate for the type of failure. The architecture will be validated by applying it to a real/realistic case 

study/scenario concerning an SCS. 

 

Note: Section 3 in [6] provides a short description of fail-controlled software architecture. 
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The monetary value of information, and especially Personal Information (PI), is large and growing, and 

many organizations have already started profiting from this trend.  Accordingly, breaches and misuse of 

PI have increased [1].  For example, privacy merchants shadow Internet users to create very detailed 

profiles concerning their online behavior and activities. Then, sell these profiles to whoever pays the 

demanded price [2].  In response to that and other potential misuses of PI, many governments around the 

world have enacted laws and regulations for privacy/PI protection (e.g., the GDPR in the EU). However, 

these laws and regulations rely heavily on the concept of informational self-determination that is, usually, 

implemented through the notice and consent/choice model. A notice (e.g., privacy policy) is supposed to 

inform Data Subjects (DSs) about how their PI will be processed and shared, and a consent/choice is 

supposed to acquire a signifying acceptance at the DSs' side concerning the offered notice.   Although 

notifying DSs about data practices is supposed to enable them to make informed privacy decisions, 

current mechanisms for presenting the notice and obtaining the consent are deeply flawed as indicated by 

many researchers. More specifically, most notices are long, complex, hard to comprehend, change 

frequently, do not, usually, precisely specify potential future use of PI, and most importantly they either 

do not specify what type of information/PI is subject to this notice or use very high abstract terms. To 

improve the understandability of notices (privacy policies) on DSs side, and allow future automated 

analysis of such notices, a well-defined taxonomy of information/PI types should be provided.  

 

This thesis aims to: (1) construct a lexicon of information/PI by analyzing an appropriate number (e.g., 

15) of privacy policies; (2) derive a well-defined taxonomy of information/PI from the information/PI 

lexicon; and (3) verify and validate the information/PI taxonomy by applying it to case studies from 

different domains and assessing its completeness for classifying information/PI. 

 

Note 1: To get an idea of how an information type lexicon can be constructed, you can refer to [3]. 

Note 2: The information/PI partial taxonomies provided in [4] and [5], can be used as a reference for the 

taxonomy to be developed.  
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The increased digitization of traditional Physical Systems (PSs) gave birth to the so called Cyber-Physical 

Systems (CPSs), which integrate sensing, computational, and control capabilities into traditional PSs 

combined with network connectivity. Consequently, traditional security solutions, although well 

established and consolidated, might not be effective to protect CPSs against human planned, malicious, 

complex attacks, which are the typical modern cyber-security attacks.  This is quite clear with the 

increasing number of cyber-security attacks that now can target some of the safety-critical functionalities 

of CPSs. For instance, modern automotive vehicles have been proven vulnerable to hacking attacks 

aiming at getting control over the safety-critical functions of the vehicle [1]. An example is the hijacking 

of the steering and braking units in a Ford Escape [2]. Similarly, hackers were able to remotely hijack a 

Tesla Model S from a distance of around 12 miles [3]. Chrysler announced a recall for 1.4 million 

vehicles after a pair of hackers demonstrated that they could remotely hijack a Jeep’s digital systems over 

the Internet [4].  These are just a few examples of how attackers can exploit weaknesses in the design of 

safety-critical CPSs and use these weaknesses to conduct their attacks. In short, a CPS cannot be safe 

unless it is secured. 

 

This thesis aims at proposing an approach that can identify potential cyber-security attack(s) that a 

specific safety-critical functionality of an automotive system might be subject to, and analyze how each 

identified attack might be performed (e.g., attack method/means, attacker’s capabilities), and the potential 

consequences in case such attack success. Then, identify countermeasures to prevent or at least 

mitigate/minimize the consequences of the attack. 

Note: application domain can be the automotive domain, or any other safety-critical CPS domain such as 

Industrial Internet of Things (IIoT), Smart Cities, etc. 
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